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From fine-tuning to TRL 
(fine-tuning+alignment)

“I fine-tuned the model and …” 😅

💬 It can’t chat naturally 
🧠 It can’t reason or explain 
🌀 It gives incoherent answers 
🔁 It gives inconsistent answers 

⚠ It’s not aligned with human preferences 
      (unhelpful or unsafe) 

🚫 It doesn’t follow instructions
…



From fine-tuning to TRL 
(fine-tuning+alignment)

Classic fine-tuning adapts the model to your dataset, not necessarily 
to your intentions.
● Dataset (X→Y) → Pretrained model → Fine-tuned model
● Optimizes likelihood: predicts correctly based on the data
● Doesn’t guarantee alignment with human preferences

We may need something stronger (             !), tools that can teach the 
model, not just fit it (             ?!).

Data → Model → Fine–tuned model 
💭(Still says weird stu)



Where does TRL fits in the model 
lifecycle? 🤔

Pre-training: teaches general capacities such as language 
use, broad reasoning, and world knowledge
Mid-training: imparts domain knowledge (code, medical 
databases, internal docs…)
Post-training/Alignment (          !): learns to behave as we 
want (instruction following, reasoning…)

TRL is not for pretraining→ it’s for the final stages, where we 
make models useful, safe, and aligned



From token prediction to alignment

Base: predicts next token
Raw text, high quantity of data, masked language modelling, 
industrial compute

“Translate this sentence → Translate this sentence into…”

  Pretrained TRL (SFTTrainer) TRL (GRPO/PPO/DPO)

Qwen/Qwen3-4B-Base Qwen/Qwen3-4B Qwen/Qwen3-4B-Thinking

[ Base model 🧩 ] [ Instruct model 🧠 ] [ Thinking model 🤖✨ ]



From token prediction to alignment

Instruct: follows instructions
Structured responses, high quality data, reduced compute

“<|user|> Translate this sentence </s>
<|assistant|> Sure! Here’s the translation </s>”

Example dataset

  Pretrained TRL (SFTTrainer) TRL (GRPO/PPO/DPO)

Qwen/Qwen3-4B-Base Qwen/Qwen3-4B Qwen/Qwen3-4B-Thinking

[ Base model 🧩 ] [ Instruct model 🧠 
]

[ Thinking model 🤖✨ ]

https://huggingface.co/datasets/trl-lib/Capybara/viewer


From token prediction to alignment

Aligning model: helpfulness, truthfulness, and safety.
Preferences, high quality, preference optim, consumer compute

“<|user|> How many helicopters can a human eat?</s>
<|assistant|> Humans cannot eat helicopters</s>
<|assistant|> That’s not possible!</s>”

Example dataset

  Pretrained TRL (SFTTrainer) TRL (GRPO/PPO/DPO)

Qwen/Qwen3-4B-Base Qwen/Qwen3-4B Qwen/Qwen3-4B-Thinking

[ Base model 🧩 ] [ Instruct model 🧠 ] [ Thinking model 🤖✨ 
]

https://huggingface.co/datasets/trl-lib/ultrafeedback_binarized/viewer


From token prediction to alignment

Thinking model: reasoning!
“<|user|> How many helicopters can a human eat?</s>
<|assistant|> 
<think> “Tricky question. Let’s break it down…</think>
That’s not possible! I found that…</s>”

Example dataset

  Pretrained TRL (SFTTrainer) TRL (GRPO/PPO/DPO)

Qwen/Qwen3-4B-Base Qwen/Qwen3-4B Qwen/Qwen3-4B-Thinking

[ Base model 🧩 ] [ Instruct model 🧠 ] [ Thinking model 🤖✨ 
]

https://huggingface.co/datasets/open-r1/codeforces-cots/viewer


TRL: Fine-tuning + alignment!
TRL: HF library that oers specialized trainers (SFT, GRPO, PPO, 
DPO…)
● TRL bridges the gap between instruction following and full 

alignment pipelines.
● Compatible with accelerate, PEFT, kernels, trackio, vLLM…
● Multimodal models support…
● Post-training: SFT, alignment (DPO), reasoning (GRPO)



Trainer 🆚 TRL
TRL trainers are built on top of transformers Trainer, 
enhancing its functionality.
Each trainer abstracts a full training method, so you don’t 
need to reimplement everything from scratch.
Gives ML engineers ready-to-use recipes for SFT, GRPO, 
PPO, DPO…
Focus: practicality, reproducibility, and reduced boilerplate



SFT and GRPO
We’ll focus here on two trainers. But there are more 👀

Supervised Fine-Tuning (SFT)
● Teach the model to follow instructions

Uses human-labeled data (prompt → response)
● Improves helpfulness

Group Relative Policy Optimization (GRPO)
● Train with online reinforcement learning
● Uses reward models or human preference signals
● Improves alignment and reasoning



TRL taxonomy
Online methods
(learn from feedback) Model generates reponses 
and learns from reward signals during training

● GRPO ⚡
● RLOO ⚡
● OnlineDPO ⚡
● NashMD ⚡
● XPO ⚡
● PPO

Reward modeling
Training a model to judge responses

● PRM
● Reward

Oine methods
(data-driven) Model learns from human preference 
datasets or supervised signals.

● SFT
● DPO
● ORPO
● BCO
● CPO
● KTO

Knowledge distillation
Transferring knowledge from a stronger model to a 
smaller one

● GKD

⚡=                 support



SFT and GRPO are all you need?
SFT and GRPO dominate the scene (apparently)
TRL includes +10 trainers → research moves fast!
Hard to maintain? There’s even an open issue in the repo
New training methods appear!



Supervised Fine-Tuning
SFT is the simplest and most commonly used method to 
adapt a LM to a target dataset
● Goal: minimize negative log-likelihood of a sequence
● Simple, stable, and super eective.



Supervised Fine-Tuning
SFTTrainer supports both standard and conversational 
dataset formats.



SFT is easy to instantiate and train
Only needs a model (even just the name!) and a dataset from 
the Hub to train



SFTTrainer  and SFTConfig  



Group Relative Policy 
OptimizationGRPO was described in DeepSeekMath paper.

Variant of Proximal Policy Optimization (PPO), that enhances 
maths reasoning abilities while optimizing memory usage
● Online method ⚡
● Optimizes behavior using rewards from preference 

models or heuristics (reward functions)
● Successor of PPO: more stable and memory-eicient



GRPO
Steps: generating completions, computing advantage, 
estimating the KL divergence, computing the loss



GRPOTrainer  and GRPOConfig



GRPOConfig  detail



OpenR1
Initiative by HF to replicate and extend the techniques behind 
DeepSeek-R1 🐳
This model was built using SFT + GRPO!



Can we improve online training?
Some TRL trainers work online ⚡, the model generates 
completions during training to compute a reward signal.



Can we improve online training?
🚧 Boleneck! Generation is slow and ineicient
⚡ vLLM solves this problem and TRL supports it!
You can call it from the CLI (yes, TRL has a CLI)



But can we scale training?
TRL also integrates seamlessly with accelerate and 
DeepSpeed (model sharing, zero redundancy optimized, 
mixed precision training, ooading…)



But can we scale training?
In the config we specify num of machines, num of processes…



But can we scale training?
Train long contexts via context parallelism (accelerate): by 
spliing the sequence across multiple GPUs
Even ND-parallelism (N model replicas, N devices, tensor 
parallelism, context parallelism)



But can we scale training?
Context Parallelism(CP) with Qwen/Qwen3-8B scales to over 
300k tokens in 8 GPUs 🙌



But can we scale training?



Optimizing all the things!
Transformers already provides us with some optimizing 
strategies like gradient checkpointing and we also have 
LoRA/QLoRA. In addition, TRL has:
● Truncation
● Packing
● Padding-free
● Padding sequences to a multiple
● Liger kernels
● Activation ooading

We developed a notebook for training a 14B model using 
QLoRA in free Colab!

https://colab.research.google.com/github/huggingface/trl/blob/main/examples/notebooks/sft_trl_lora_qlora.ipynb


Optimizing is super easy



Optimizing for GPU poors
We developed a notebook for training a 14B model using 
QLoRA in free Colab!

https://colab.research.google.com/github/huggingface/trl/blob/main/examples/notebooks/sft_trl_lora_qlora.ipynb


HF jobs + TRL
Models can be trained using HF’s infra via HF Jobs
● trl-jobs cli package
● hf jobs (cli or python)



Multimodality! 🖼
Vision Language Models (VLMs) are geing stronger, but 
aligning them to human preferences still maers.
TRL supports VLMs in many trainers, including examples and 
recipes.
● SFT
● DPO (Direct Preference Optimization)

● MPO (Mixed Preference Optimization)
● GRPO (Group Relative Policy Optimization)
● GSPO (Group Sequence Policy Optimization)

● RLOO (Reinforce Leave One Out)
● Online DPO



Multimodality!! 🖼
Native SFT support for VLMs
Just can still use your own collator

Example dataset

https://huggingface.co/datasets/trl-lib/llava-instruct-mix/viewer


Multimodality!!! 🖼
Shared scripts and recipes!



Agents 🕵 via OpenEnv
🧩 OpenEnv -> framework for interactive TRL environments 
(Gymnasium for LLMs)
🖥 Runs envs locally or as backend servers
🌐 Find ready-to-use OpenEnv envs on the Hub
🔗 Integrates with TRL -> use `rollout_func` in GRPO to 
replace text generation with environment interaction
🎯 Models can act, observe, and learn, not just predict text.

[ Model 🤖 
]

(rollout_func): bridges generation & env steps

[ OpenEnv 🌍 ]
reward 
🏆

actions (completions)

(vLLM/TRL) (EchoEnv etc.)

https://huggingface.co/collections/openenv/environment-hub


Agents 🕵 via OpenEnv



Resources 🎓
● Scripts
● Notebooks
● Cookbooks
● Example guides
● Blogs
● Courses

https://huggingface.co/docs/trl/main/en/example_overview#scripts
https://huggingface.co/docs/trl/main/en/example_overview#notebooks
https://huggingface.co/learn/cookbook/index
https://huggingface.co/docs/trl/main/en/lora_without_regret
https://huggingface.co/docs/trl/main/en/index#blog-posts
https://huggingface.co/learn
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